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Abstract
Distributed algorithms have many mission-critical applications ranging from embedded systems and replicated databases to cloud computing. Due to asynchronous communication, process faults, or network failures, these algorithms are difficult to design and verify. Many algorithms achieve fault tolerance by using threshold guards that, for instance, ensure that a process waits until it has received an acknowledgment from a majority of its peers. Consequently, domain-specific languages for fault-tolerant distributed systems offer language support for threshold guards.

We introduce an automated method for model checking of safety and liveness of threshold-guarded distributed algorithms in systems where the number of processes and the fraction of faulty processes are parameters. Our method is based on a short counterexample property: if a distributed algorithm violates a temporal specification (in a fragment of LTL), then there is a counterexample whose length is bounded and independent of the parameters. We prove this property by (i) characterizing executions depending on the structure of the temporal formula, and (ii) using commutativity of transitions to accelerate and shorten executions. We extended the ByMC toolset (Byzantine Model Checker) with our technique, and verified liveness and safety of 10 prominent fault-tolerant distributed algorithms, most of which were out of reach for existing techniques.

Categories and Subject Descriptors F.3.1 [Logic and Meanings of Programs]: Specifying and Verifying Reasoning about Programs; D.4.5 [Software]: Operating systems: Fault-tolerance, Verification
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1. Introduction
Distributed algorithms have many applications in avionic and automotive embedded systems, computer networks, and the internet of things. The central idea is to achieve dependability by replication, and to ensure that all correct replicas behave as one, even if some of the replicas fail. In this way, the correct operation of the system is more reliable than the correct operation of its parts. Fault-tolerant algorithms typically have been used in applications where highest reliability is required because human life is at risk (e.g., automotive or avionic industries), and even unlikely failures of the system are not acceptable. In contrast, in more mainstream applications like replicated databases, human intervention to restart the system from a checkpoint was often considered to be acceptable, so that expensive fault tolerance mechanisms were not used in conventional applications. However, new application domains such as cloud computing provide a new motivation to study fault-tolerant algorithms: with the huge number of computers involved, faults are the norm rather than an exception, so that fault tolerance becomes an economic necessity; and so does the correctness of fault tolerance mechanisms. Hence, design, implementation, and verification of distributed systems constitutes an active research area. Although distributed algorithms show complex behavior, and are difficult to understand for human engineers, there is only very limited tool support to catch logical errors in fault-tolerant distributed algorithms at design time.

The state of the art in the design of fault-tolerant systems is exemplified by the recent work on Paxos-like distributed algorithms like Raft [54] or M*PAXOS [57]. The designers encode these algorithms in TLA+ [65], and use the TLC model checker to automatically find bugs in small instances, i.e., in distributed systems containing, e.g., three processes. Large distributed systems (e.g., clouds) need guarantees for all numbers of processes. These guarantees are typically given using hand-written mathematical proofs. In principle, these proofs could be encoded and machine-checked using the TLAPS proof system [16], PVS [49], Isabelle [15], Coq [48], NuPrl [60], or similar systems; but this requires human expertise in the proof checkers and in the application domain, and a lot of effort.

Ensuring correctness of the implementation is an open challenge: As the implementations are done by hand [54][57], the connection between the specification and the implementation is informal, such that there is no formal argument about the correctness of the implementation. To address the discrepancy between design, implementation, and verification, Drágoi et al. [23] introduced a domain-specific language PSync which is used for two purposes: (i) it compiles into running code, and (ii) it is used for verification. Their verification approach [24], requires a developer to provide invariants, and similar verification conditions. While this approach requires less human intervention than writing machine-checkable proofs, coming up with invariants of distributed systems requires considerable
which are Byzantine faulty. The correct ones execute the code, and a distributed system consists of $n$ processes, at most $t < n/3$ of which are Byzantine faulty. The correct ones execute the code, and no assumptions is made about the faulty processes.

human ingenuity. The Mace \cite{mace} framework is based on a similar idea, and is an extension to C++. While being fully automatic, their approach to correctness is light-weight in that it uses a tool that explores random walks to find (not necessarily all) bugs, rather than actually verifying systems.

In this paper we focus on automatic verification methods for programming constructs that are typical for fault-tolerant distributed algorithms. Figure 1 is an example of a distributed algorithm in the domain-specific language DISTAL \cite{distal}. It encodes the core of the reliable broadcast protocol from \cite{fischer80}, which is used as a building block of many fault-tolerant distributed systems. Line 3 and Line 4 use so-called “threshold guards” that check whether a given number of messages from distinct senders arrived at the receiver. As threshold guards are the central algorithmic idea for fault tolerance, domain-specific languages such as DISTAL or PSync have constructs for them (see \cite{biere14} for an overview of domain-specific languages and formalization frameworks for distributed systems). For instance, the code in Figure 1 works for systems with $n$ processes among which $t$ can fail, with $t < n/3$ as required for Byzantine fault tolerance \cite{fischer80}. In such systems, waiting for messages from $n-2$ processes ensures that if all correct processes send messages, then faulty processes cannot prevent progress. Similarly, waiting for $t+1$ messages ensures that at least one message was sent by a correct process.

Konnov et al. \cite{konnov} introduced an automatic method to verify safety of algorithms with threshold guards. Their method is parameterized in that it verifies distributed algorithms for all values of parameters ($n$ and $t$) that satisfy a resilience condition ($t < n/3$). This work bares similarities to the classic work on reduction for parallel programs by Lipton \cite{lipton}. Lipton proves statements like “all $P$ operations on a semaphore are left movers with respect to operations on other processes.” He proves that given a run that ends in a given state, the same state is reached by the run in which the $P$ operation has been moved. Konnov et al. \cite{konnov} do a similar analysis for threshold-guarded operations, in which they analyze the relation between statements from Figure 1 like “SEND EchoMsg” and “UPON RECEIVING EchoMsg TIMES $t + 1$” in order to determine which statements are movable. From this, they develop an offline partial order reduction that together with acceleration \cite{mace} reduced reachability checking to complete bounded model checking using SMT. In this way, they automatically check safety of fault-tolerant algorithms.

However, for fault-tolerant distributed algorithms liveness is as important as safety: This comes from the celebrated impossibility result by Fischer, Lynch, and Paterson \cite{fischer80} that states that a fault-tolerant consensus algorithm cannot ensure both safety and liveness in asynchronous systems. It is folklore that designing a safe fault-tolerant distributed algorithm is trivial: just do nothing; e.g., by never committing transactions, one cannot commit them in inconsistent order. Hence, a technique that verifies only safety may establish the “correctness” of a distributed algorithm that never does anything useful. To achieve trust in correctness of a distributed algorithm, we need tools that verify both safety and liveness.

As exemplified by \cite{mace}, liveness verification of parameterized distributed and concurrent systems is still a research challenge. Classic work on parameterized model checking by German and Sistla \cite{sistla} has several restrictions on the specifications (e.g., $\phi(i)$) and the computational model (rendezvous), which are incompatible with fault-tolerant distributed algorithms. In fact, none of the approaches (e.g., \cite{barbacci2, barbacci1, nagao, iminari}) surveyed in \cite{imla} apply to the algorithms we consider. More generally, in the parameterized case, going from safety to liveness is not straightforward. There are systems where safety is decidable and liveness is not \cite{mace}.

**Contributions.** We generalize the approach by Konnov et al. \cite{konnov} to liveness by presenting a framework and a model checking tool that takes as input a description of a distributed algorithm (in our variant \cite{promela} of Promela \cite{promela}) and specifications in a fragment of linear temporal logic. It then shows correctness for all parameter values (e.g., $n$ and $t$) that satisfy the required resilience condition (e.g., $t < n/3$), or reports a counterexample:

1. As in the classic result by Vardi and Wolper \cite{mace}, we observe that it is sufficient to search for counterexamples that have the form of a lasso, i.e., after a finite prefix an infinite loop is entered. Based on this, we analyze specifications automatically, in order to enumerate possible shapes of lassos depending on temporal operators $F$ and $G$ and evaluations of threshold guards.

2. We automatically do offline partial order reduction using the algorithm’s description. For this, we introduce a more refined movner analysis for threshold guards and temporal properties. We extend Lipton’s reduction method \cite{lipton} (re-used and extended by many others \cite{finkbeiner91, finkbeiner95, finkbeiner94, finkbeiner94a, finkbeiner95a}), so that we maintain invariants, which allows us to go beyond reachability and verify specifications with the temporal operators $F$ and $G$.

3. By combining acceleration \cite{mace} and theorems on the liveness condition \cite{fischer80}, we obtain a short counterexample formula that is an infinite execution (which may potentially be counterexamples) have “equivalent” representatives of bounded length. The bound depends on the process code and is independent of the parameters. The equivalence is understood in terms of temporal logic specifications that are satisfied by the original executions and the representatives, respectively. We show that the length of the representatives increases mildly compared to reachability checking in \cite{mace}. This implies a so-called completeness threshold \cite{mace} for threshold-based algorithms and our fragment of LTL.

4. Consequently, we only have to check a reasonable number of SMT queries that encode parameterized and bounded-length representatives of executions. We show that if the parameterized system violates a temporal property, then SMT reports a counterexample for one of the queries. We prove that otherwise the specification holds for all system sizes.

5. Our theoretical results and our implementation push the boundary of liveness verification for fault-tolerant distributed algorithms. While prior results \cite{mace} scale just to two out of ten benchmarks from \cite{mace}, we verified safety and liveness of all ten. These benchmarks originate from distributed algorithms \cite{distal} that constitute the core of important services such as replicated state machines.
whether things are slightly more involved. For instance, the DISTAL runtime language and a TA are quite close, it should be noted that in reality, Line 9 and Line 16 are performed in one protocol step, and the guard of Line 13. Transition in the equivalent form have been sent by faulty processes. Namely, if we observe the guard to the transition \( \text{EchoMsg} \) labeled with \( \ell \), we need to make such issues explicit: bookkeeping details and the environment, e.g., message buffers. For checking how many messages of some type are received, hides accept and captures that the process has sent \( \text{EchoMsg} \) in Figure 1: if \( \phi \rightarrow \rightarrow \ell \rightarrow \rightarrow \) the vector of shared variables. Finally, the guard \( x \leq a \) of a single process, where arrows represent local transitions that are motivated by fault-tolerant distributed algorithms: Let \( n \) be the number of processes, \( t \) be the assumed number of faulty processes, and in a run, \( f \) be the actual number of faults. For these parameters, the famous result by Pease, Shostak and Lamport states that agreement can be solved if the resilience condition \( n > 3t \) and \( t \geq f \geq 0 \) is satisfied. Given such constraints, the set \( P_{RC} \) is infinite, and in Section 2.2 we will see that this results in an infinite state system.

A rule is a tuple \( \{\text{from}, t_0, \varphi^-, \varphi^+, \text{to}\} \), where \( \text{from} \) and \( \text{to} \) are from \( L \), and capture from which local state to which a process moves via that rule. A rule can only be executed if \( \varphi^- \) and \( \varphi^+ \) are true; both are conjunction of guards. Each guard consists of a shared variable \( x \in \Gamma \), coefficients \( a_0, \ldots, a_{|\Gamma|} \in \mathbb{Z} \), and parameter variables \( p_1, \ldots, p_{|\Pi|} \in \Pi \) so that \( x \geq a_0 + \sum_{i=1}^{|\Gamma|} a_i \cdot p_i \) is a lower guard and \( x < a_0 + \sum_{i=1}^{|\Pi|} a_i \cdot p_i \) is an upper guard. Then, \( \Phi^{\text{rise}} \) and \( \Phi^{\text{fall}} \) are the sets of lower and upper guards. Rules may increase shared variables using an update vector \( u \in N_{|\Gamma|}^{\text{U}} \) that is added to the vector of shared variables. Finally, \( R \) is the finite set of rules.

A rule corresponds to an edge in Figure 2. The pair \( \{\text{from}, t_0, \varphi^-, \varphi^+, \text{to}\} \) encodes the edge while \( \varphi^- \) and \( \varphi^+ \) encode the edge label. For example, rule \( r_2 \) would be \( \langle \ell_0, \ell_2, \gamma_1, T, 1, \rangle \). Thus, a rule corresponds to a (guarded) statement from Figure 1 or combined statements as discussed in Example 2.1.

The above definition of TAs is quite general. It allows loops, increase of shared variables in loops, etc. As has been observed in [44], if one does not restrict increases on shared variables, the resulting systems may produce runs that visit infinitely many states, and there is little hope for a complete verification method. Hence, Konnov et al. [42] analyzed the TAs of the benchmarks [11, 12, 14, 21, 37, 52, 61, 63, 64]. They observed that some states have self-loops (corresponding to busy-waiting for messages to arrive) and in the case of failure detector based algorithms there are loops that consist of at most two rules. None of the rules in loops increase shared variables. In our theory, we allow more general TAs than actually found in the benchmarks. In more detail, we make the following assumption:

\[ \Phi^{\text{rise}} \text{ and } \Phi^{\text{fall}} \text{ lower guards can only change from false to true (rising), while upper guards can only change from true to false (falling); cf. Proposition 5.1} \]
Threshold automata for fault-tolerant distributed algorithms. As in [44], we assume that if a rule \( r \) is in a loop, then \( r.u = 0 \). In addition, we use the restriction that all the cycles of a TA are simple, i.e., between any two locations in a cycle there exists exactly one node-disjoint directed path (nodes in cycles may have self-loops). We conjecture that this restriction can be relaxed as in [23], but this is orthogonal to our work.

**Example 2.4.** In the TA from Figure 2 we use the shared variable \( x \) as the number of correct processes that have sent a message. One easily observes that the rules that update \( x \) do not belong to loops. Indeed, all the benchmarks [11][12][21][37][52][61][65] share this structure. This is because at the algorithmic level, all these algorithms are based on the reliable communication assumption (no message loss and no spurious message generation/duplication), and not much is gained by resending the same message. In these algorithms a process checks whether sufficiently many processes (e.g., a majority) have sent a message to signal that they are in some specific local state. Consequently, a receiver would ignore duplicate messages from the same sender. In our analysis we exploit this characteristic of distributed algorithms with threshold guards, and make the corresponding assumption that processes do not send (i.e., increase \( x \)) from within a loop. Similarly, as a process cannot make the sending of a message undone, we assume that shared variables are never decreased. So, while we need these assumptions to derive our results, they are justified by our application domain.

### 2.2 Counter Systems

A threshold automaton models a single process. Now the question arises how we define the composition of multiple processes that will result in a distributed system. Classically, this is done by parallel composition and interleaving semantics: A state of a distributed system that consists of \( n \) processes is modeled as \( n \)-dimensional vector so that we use a more efficient encoding: It is \( \kappa \)-dimensional vector \( \kappa \in \mathbb{N}^\ell \) instead of recording for some local state \( \ell \), which processes are in \( \ell \), we are only interested in how many processes are in \( \ell \). In this way, we can efficiently encode transition systems in SMT with linear integer arithmetic. Therefore, we formalize the semantics of the threshold automata by counter systems.

Fix a threshold automaton \( TA \), a function (expressible as linear combination of parameters) \( N : P_{RC} \rightarrow \mathbb{N}_0 \) that determines the number of modeled processes, and admissible parameter values \( p \in P_{RC} \). A counter system \( Sys(TA) \) is defined as a transition system \((\Sigma, I, R)\), with configurations \( \Sigma \) and \( I \) and transition relation \( R \) defined below.

**Definition 2.5.** A configuration \( \sigma = (\kappa, g, p) \) consists of a vector of counter values \( \sigma.\kappa \in \mathbb{N}_0^{\ell} \), a vector of shared variable values \( \sigma.g \in N_0^{\ell} \), and a vector of parameter values \( \sigma.p = p \). The set \( \Sigma \) contains all configurations. The initial configurations are in set \( I \), and each initial configuration \( \sigma \) satisfies \( \sigma.g = 0 \), \( \sum_{i \in \ell} \sigma.\kappa[i] = N(p) \), and \( \sum_{i \in \ell} \sigma.\kappa[i] = 0 \).

**Example 2.6.** The safety property from Example 2.2 refers to an initial configuration that satisfies resilience condition \( n > 3t + 1 \geq f \geq 0 \), e.g., \( 4 > 3 \cdot 1 + 1 \geq 0 \geq 0 \) such that \( \sigma.p = (4, 1, 0) \). In our encodings we typically have \( N \) is the function \((n, t, f) \mapsto n - f \). Further, \( \sigma.g.\ell_0 = N(p) = n - f = 4 \) and \( \sigma.\kappa.\ell_0 = 0 \), for \( \ell_0 \in \mathbb{L} \setminus \{\ell_0\} \), and the shared variable \( \sigma.g = 0 \).

A transition is a pair \( t = (\text{rule}, \text{factor}) \) of a rule and a non-negative integer called the acceleration factor. For \( t = (\text{rule}, \text{factor}) \) we write \( t.u \) for rule, \( t.a \) etc. A transition \( t \) is unlocked in \( \sigma \) if \( \forall k \in \{0, \ldots, t.\text{factor} - 1\} \), \( (\sigma.\kappa, \sigma.g + k \cdot t.u, \sigma.p) \models t.p \Rightarrow t.p' \). A transition \( t \) is applicable (or enabled) in \( \sigma \), if it is unlocked, and \( \sigma.\kappa[t.from] \geq t.\text{factor}, \text{or } t.\text{factor} = 0 \).

**Example 2.7.** This notion of applicability contains acceleration and is central for our approach. Intuitively, the value of the factor corresponds to how many times the rule is executed by different processes. In this way, we can subsume steps by an arbitrary number of processes into one transition. Consider Figure 2. If for some \( k, k \) processes are in location \( \ell_1 \), then in classic modeling it takes \( k \) transitions to move these processes one-by-one to \( \ell_2 \). With acceleration, however, these \( k \) processes can be moved to \( \ell_2 \) in one step, independently of \( k \). In this way, the bounds we compute will be independent of the parameter values. However, assuming \( x \) to be a shared variable and \( f \) being a parameter that captures the number of faults, our (crash-tolerant) benchmarks include rules like \( x < f \Rightarrow x + v \) for local transition to a special “crashed” state. The above definition ensures that at most \( f - x \) of these transitions are accelerated into one transition (whose factor thus is at most \( f - x \)). This precise treatment of threshold guards is crucial for fault-tolerant distributed algorithms. The central contribution of this paper is to show how acceleration can be used to shorten schedules while maintaining specific temporal logic properties.

**Definition 2.8.** The configuration \( \sigma' \) is the result of applying the enabled transition \( t \) to \( \sigma \), if
1. \( \sigma'.g = \sigma.g + t.factor \cdot t.u \)
2. \( \sigma'.p = \sigma.p \)
3. if \( t from \neq t.total \) then \( \sigma'.\kappa[t from] = \sigma.\kappa[t from] - t.factor, \sigma.\kappa[t.total] = \sigma.\kappa[t.total] + t.factor \)
4. if \( t from = t.total \) then \( \sigma'.\kappa = \sigma.\kappa \).

In this case we use the notation \( t(\sigma) \).

**Example 2.9.** Let us again consider Figure 2 with \( n = 4, t = 1 \), and \( f = 1 \). We consider the initial configuration where \( \sigma.\kappa[\ell_1] = n - f - 3 \), and \( \sigma.\kappa[\ell_0] = 0 \), for \( \ell_1 \in \mathbb{L} \setminus \{\ell_0\} \). The guard of rule \( \tau_5, \tau_2: x \geq (n - f - 2) \), initially evaluates to false because \( x = 0 \). The guard of rule \( \tau_1 \) is true, so that any transition \((\tau_1, \text{factor})\) is unlocked. As \( \sigma.\kappa[\ell_1] = 3 \), all transitions \((\tau_1, \text{factor})\), for \( 0 \leq \text{factor} \leq 3 \) are applicable. If the transition \((\tau_1, 2)\) is applied to the initial configuration, we obtain that \( x = 2 \) so that, after the application, \( \tau_2 \) evaluates to true. Then \( \tau_2 \) is unlocked and the transitions \((\tau_5, 1) \) and \((\tau_5, 0) \) are applicable as \( \sigma.\kappa[\ell_1] = 1 \). Since \( \tau_2 \) checks for greater or equal, once it becomes true it remains true. Such monotonic behavior is given for all guards, as has already been observed in [44] Proposition 7], and is a crucial property.

The transition relation \( R \) is defined as follows: Transition \((\sigma, \sigma')\) belongs to \( R \) iff there is a rule \( r \in \mathcal{R} \) and a factor \( k \in \mathbb{N}_0 \) such that \( \sigma' = t(\sigma) \) for \( t \equiv (r, k) \). A schedule is a sequence of transitions. For a schedule \( \tau \) and an index \( i : 1 \leq i \leq |\tau| \), by \( \tau[i] \) we denote the \( i \)-th transition of \( \tau \), and by \( \tau' \) we denote the prefix \( \tau[1], \ldots, \tau[i] \) of \( \tau \). A schedule \( \tau = \tau_1, \ldots, \tau_m \) is applicable to configuration \( \sigma_0 \), if there is a sequence of configurations \( \sigma_1, \ldots, \sigma_m \) with \( \sigma_i = t_i(\sigma_{i-1}) \) for \( 1 \leq i \leq m \). A schedule \( \tau_1, \ldots, \tau_m \) where \( t_i.\text{factor} = 1 \) for \( 0 \leq i \leq m \) is called conventional. If there is a \( t_i.\text{factor} > 1 \), then a schedule is accelerated. By \( \tau \cdot \tau' \) we denote the concatenation of two schedules \( \tau \) and \( \tau' \).

We will reason about schedules in Section 6 for our mover analysis, which is naturally expressed by swapping neighboring transitions in a schedule. To reason about temporal logic properties, we need to reason about the configurations that are “visited” by a schedule. For that we now introduce paths.
A finite or infinite sequence \( \sigma_0, t_1, \sigma_1, \ldots, t_k, \sigma_k, t_{k+1}, \ldots \) of alternating configurations and transitions is called a path, if for every transition \( t_i \), \( i \in \mathbb{N} \), in the sequence, holds that \( t_i \) is enabled in \( \sigma_{i-1} \), and \( \sigma_i = t_i(\sigma_{i-1}) \). For a configuration \( \sigma_0 \) and a finite schedule \( \tau \) applicable to \( \sigma_0 \), by \( \text{path}(\sigma_0, \tau) \) we denote \( \sigma_0, t_1, \sigma_1, \ldots, t_j, \sigma_j, t_{j+1}, \cdots \) with \( \sigma_i = t_i(\sigma_{i-1}) \), for \( 1 \leq i \leq |\tau| \). Similarly, if \( \tau \) is an infinite schedule applicable to \( \sigma_0 \), then \( \text{path}(\sigma_0, \tau) \) represents an infinite sequence \( \sigma_0, t_1, \sigma_1, \ldots, t_k, \sigma_k, t_{k+1}, \ldots \) where \( \sigma_i = t_i(\sigma_{i-1}) \), for all \( i > 0 \).

The evaluation of the threshold guards solely defines whether certain rules are unlocked. As was discussed in Example 2.9 along a path, the evaluations of guards are monotonic. The set of upper guards that evaluate to false and lower guards that evaluate to true — called the context — changes only finitely many times. A schedule can thus be understood as an alternating sequence of schedules without context change, and context-changing transitions. We will recall the definitions of context etc. from [42] in Section 5. We say that a schedule \( \tau \) is steady for a configuration \( \sigma \), if every configuration of \( \text{path}(\sigma, \tau) \) has the same context.

Example 3.1. Consider a liveness property from the distributed algorithms literature called correctness [64]:

\[
\text{GF} \psi_{\text{stat}} \rightarrow (\kappa[i] = 0 \rightarrow \text{F} \kappa[i] = 0) \neq 0.
\]

Formula \( \psi_{\text{stat}} \) expresses the reliable communication assumption of distributed algorithms [23]. In this example, \( \psi_{\text{stat}} \equiv \kappa[i] = 0 \land (x > t + 1 \rightarrow \kappa[i] = 0) \land (x > n - t \rightarrow \kappa[i] = 0) \) \( \land \kappa[i] = 0 \). Intuitively, \( \text{GF} \psi_{\text{stat}} \) means that all processes in \( \ell_1 \) should eventually leave this state, and if sufficiently many messages of type \( x \) are sent \( (\gamma_1 \text{ or } \gamma_2) \) holds true, then all processes eventually receive them. If they do so, they have to eventually fire rules \( r_3, r_2, r_3 \), or \( r_4 \) and thus leave locations \( \ell_0, \ell_1 \), and \( \ell_2 \). Our approach is based on possible shapes of counterexamples. Therefore, we consider the negation of the specification (1), that is, \( \text{GF} \psi_{\text{stat}} \land \kappa[i] = 0 \land \text{G} \kappa[i] = 0 \) in the following. We define the logic that can express such counterexamples.

The fragment of LTL limited to \( \text{F} \) and \( \text{G} \) was studied in [29,46].

We further restrict it to the logic that we call Fault-Tolerant Temporal Logic (ELTL\text{FT}), whose syntax is shown in Table 1. The formulas derived from \text{cform} — called counter formulas — restrict counters, while the formulas derived from \text{gform} — called guard formulas — restrict shared variables. The formulas derived from \text{pform} are propositional formulas. The temporal operators \( \text{F} \) and \( \text{G} \) follow the standard semantics [23,24], that is, for a configuration \( \sigma \) and an infinite schedule \( \tau \), it holds that \( \text{path}(\sigma, \tau) \models \psi \), if:

1. \( \sigma \models \varphi \), when \( \varphi \) is a propositional formula,
2. \( \exists \tau', \tau'' : \tau = \tau' \land \tau'' \) \( \models \psi \), when \( \varphi = \text{F} \psi \),
3. \( \forall \tau' \models \tau' \models \psi \), when \( \varphi = \text{G} \psi \).

We stress that the formula should be satisfied by at least one path. We prepend ELTL\text{FT}-formulas with the existential path quantifier \( \exists \).

We use the shorthand notation \( \text{true} \) for a valid propositional formula, e.g., \( \bigwedge_{i \in \mathbb{N}} \kappa[i] = 0 \). We also denote with ELTL\text{FT} the set of all formulas that can be written using the logic ELTL\text{FT}.

We will reason about invariants of the finite subhistories, and consider a propositional formula \( \psi \). Given a configuration \( \sigma \), a finite schedule \( \tau \) applicable to \( \sigma \), and \( \psi \), by \( \text{Cfgs}(\sigma, \tau) \models \psi \) we denote

\[
\psi := \text{pform} \mid \text{G} \psi \mid \text{F} \psi \mid \psi \land \psi
\]

\[
\text{pform} := \text{cform} \mid \text{gform} \lor \text{cform}
\]

\[
\text{cform} := \bigvee_{i \in \text{Locs}} \kappa[i] \neq 0 \lor \bigwedge_{i \in \text{Locs}} \kappa[i] = 0 \mid \text{cform} \land \text{cform}
\]

\[
\text{gform} := \text{guard} \mid \neg \text{gform} \mid \text{gform} \land \text{gform}
\]
Algorithm parameterized_model_checking(TA, ϕ): see Def. 3.4

\( G := \text{cut\_graph}(ϕ) \) / Sect. 4.4

\( H := \text{threshold\_graph}(TA) \) / Sect. 5.6

for each \( \prec \) in topological_orderings\((G \cup H)\) do // e.g., using 13

check_one_order(TA, ϕ, G, H, \( \prec \)) / Sect. 6.7 /13

if SMT_sat() then report the SMT model as a counterexample

**Figure 3.** A high-level description of the verification algorithm. For details of check_one_order, see Section 7.2 and Figure 10

that \( ψ \) holds in every configuration \( τ' \) visited by the path \( \text{path}(σ, τ) \). In other words, for every prefix \( τ' \) of \( τ \), we have that \( τ'(σ) \models ψ \).

**Definition 3.4** (Parameterized unsafety & non-liveness). Given a threshold automaton \( TA \) and an ELTL\(_{FT} \) formula \( ϕ \), check whether there are parameter values \( p \in \mathbb{F}_{BC}, \) an initial configuration \( σ_0 \in I \) with \( σ_0.p = p \), and an infinite schedule \( τ \) of \( \text{Sys}(TA) \) applicable to \( σ_0 \) such that \( \text{path}(σ_0, τ) \models ψ \).

Complete bounded model checking. We solve this problem by showing how to reduce it to bounded model checking while guaranteeing completeness. To this end, we have to construct a bounded-length encoding of infinite schedules. In more detail:

- We observe that if \( \text{path}(σ_0, τ) \models ψ \), then there is an initial state \( σ \) and two finite schedules \( ϕ \) and \( ρ \) (of unknown length) that can be used to construct an infinite (lasso-shaped) schedule \( ϕ \cdot ρ^\omega \), such that \( \text{path}(σ, ϕ \cdot ρ^\omega) \models ψ \) (Section 3.1).
- Now given \( ϕ \) and \( ρ \), we prove that we can use a \( ψ \)-specific reduction, to cut \( ϕ \) and \( ρ \) into sub-schedules \( ϕ_1, ..., ϕ_m \) and \( ρ_1, ..., ρ_n \), respectively so that the sub-schedules satisfy subformulas of \( ψ \) (Sections 4.2, 4.3, and 3).
- We use an offline partial order reduction, specific to the subformulas of \( ψ \), and acceleration to construct representative schedules \( \text{rep}(ϕ_i) \) and \( \text{rep}(ρ_j) \) that satisfy the required ELTL\(_{FT} \) formulas that are satisfied \( ϕ_i \) and \( ρ_j \), respectively for \( 1 \leq i \leq m \) and \( 1 \leq j \leq n \). Moreover, \( \text{rep}(ϕ_i) \) and \( \text{rep}(ρ_j) \) are fixed sequences of rules, where bounds on the lengths of the sequences are known (Section 6).
- These fixed sequence of rules can be used to encode a query to the SMT solver (Section 7.1). We ask whether there is an applicable schedule in the counter system that satisfies the sequence of rules and \( ψ \) (Section 7.3). If the SMT solver reports a contradiction, there exists no counterexample.

Based on these theoretical results, our tool implements the high-level verification algorithm from Figure 3 (in the comments we give the sections that are concerned with the respective step):

### 4. Shapes of Schedules that Satisfy ELTL\(_{FT} \)

We characterize all possible shapes of lasso schedules that satisfy an ELTL\(_{FT} \)-formula \( ϕ \). These shapes are characterized by so-called cut points. We show that every lasso satisfying \( ϕ \) has a fixed number of cut points, one cut point per a subformula of \( ϕ \) that starts with \( F \). The configuration in the cut point of a subformula \( F \cdot ψ \) must satisfy \( ψ \), and all configurations between two cut points must satisfy certain propositional formulas, which are extracted from the subformulas of \( ϕ \) that start with \( G \). Our notion of a cut point is motivated by extreme appearances of temporal operators [29].

**Example 4.1.** Consider the ELTL\(_{FT} \) formula \( ϕ \equiv EF(a \land F \land F \land G \land G \land G \land C) \), where \( a, e \) are propositional formulas, whose structure is not of interest in this section. Formula \( ϕ \) is satisfiable by certain paths that have lasso shapes, i.e., a path consists of a finite prefix and a loop, which is repeated infinitely. These lassos may differ in the actual occurrences of the propositions and the start of the loop: For instance, at some point, \( a \) holds, and since then \( b \) always holds, then \( b \) holds at some point, then \( e \) holds at some point, then

The loop is entered, and \( c \) holds infinitely often inside the loop. This is the case (a) shown in Figure 4, where the configurations in the cut points \( A, B, C, \) and \( D \) must satisfy the propositional formulas \( a, d, \) and \( e \), respectively, and the configurations between \( A \) and \( F \) must satisfy the propositional formula \( b \). This example does not restrict the propositions between the initial state and the cut point \( A \), so that this lasso shape, for instance, also captures the path where \( b \) holds from the beginning. There are 20 different lasso shapes for \( ϕ \), five of them are shown in the figure. We construct lasso shapes that are sufficient for finding a path satisfying an ELTL\(_{FT} \) formula. In this example, it is sufficient to consider lasso shapes (a) and (b), since the other shapes can be constructed from (a) and (b) by unrolling the loop several times.

#### 4.1 Restricting Schedules to Lassos

In the seminal paper [65], Vardi and Wolper showed that if a finite-state transition system \( M \) violates an ELTL formula — which requires all paths to satisfy the formula — then there is a path in \( M \) that (i) violates the formula and (ii) has lasso shape. As our logic ELTL\(_{FT} \) specifies counterexamples to the properties of fault-tolerant distributed algorithms, we are interested in this result in the following form: if the transition system satisfies an ELTL formula — which requires one path to satisfy the formula — then \( M \) has a path that (i) satisfies the formula and (ii) has lasso shape.

As observed above, counter systems are infinite state. Consequently, one cannot apply the results of [65] directly. However, using Proposition 2.10, we show that a similar result holds for counter systems of threshold automata and ELTL\(_{FT} \):

**Proposition 4.2.** Given a threshold automaton \( TA \) and an ELTL\(_{FT} \) formula \( ϕ \), if \( \text{Sys}(TA) \models EF ϕ \), then there are an initial configuration \( σ_1 \in I \) and a schedule \( τ \cdot ρ^\omega \) with the following properties:

1. the path satisfies the formula: \( \text{path}(σ_1, τ \cdot ρ^\omega) \models ϕ \).
2. application of \( ρ \) forms a cycle: \( ρ^\omega(τ(σ_1)) = τ(σ_1) \) for \( k \geq 0 \).

Although in [43] we use Büchi automata to prove Proposition 4.2, we do not use Büchi automata in this paper. Since ELTL\(_{FT} \) uses only the temporal operators \( F \) and \( G \), we found it much easier to reason about the structure of ELTL\(_{FT} \) formulas directly (in the spirit of [29]) and then apply path reductions, rather than constructing the synchronous product of a Büchi automaton and of a counter system and then finding proper path reductions.
We now construct a cut graph of an ELTL$_{\forall}F$ formula. We show how to split a lasso schedule in finite segments and to find the lassos needed for bounded model checking. In the next section, we capture in a so-called cut graph. Using the canonical syntax tree, we then construct shorter (bounded length) segments.

4.2 Characterizing Shapes of Lasso Schedules

We now construct a cut graph of an ELTL$_{\forall}F$ formula: Cut graphs constrain the orders in which subformulas that start with the operator $F$ are witnessed by configurations. The nodes of a cut graph correspond to cut points, while the edges constrain the order between the cut points. Using cut points, we give necessary and sufficient conditions for a lasso to satisfy an ELTL$_{\forall}F$ formula in Theorems 4.12 and 4.13. Before defining cut graphs, we give the technical definitions of canonical formulas and canonical syntax trees.

**Definition 4.3.** We inductively define canonical ELTL$_F$ formulas:

- if $p$ is a propositional formula, then the formula $p \land G \land F$ is a canonical formula of rank 0,
- if $p$ is a propositional formula and formulas $\psi_1, \ldots, \psi_k$ are canonical formulas (of any rank) for some $k \geq 1$, then the formula $p \land F \psi_1 \land \cdots \land F \psi_k \land G \land F$ is a canonical formula of rank 1,
- if $p$ is a propositional formula and formulas $\psi_1, \ldots, \psi_k$ are canonical formulas (of any rank) for some $k \geq 0$, and $\psi_{k+1}$ is a canonical formula of rank 0 or 1, then the formula $p \land F \psi_1 \land \cdots \land F \psi_k \land G \land F \psi_{k+1}$ is a canonical formula of rank 2.

**Example 4.4.** Let $p$ and $q$ be propositional formulas. The formulas $p \land G \land F (q \land G \land F)$ and $p \land G (p \land G \land F)$ are canonical, while the formulas $p \land F \land G$ and $p \land G \land F$ are not canonical. Continuing Example 4.1, the canonical version of the formula $F (a \land F \land d \land F \land e \land G \land F \land c) \land G (b \land G \land F)$ is the formula $F (a \land F \land d \land G \land F \land c) \land G (b \land G \land F \land c)$. For an ELTL$_{\forall}F$ formula, there may be several equivalent canonical formulas, e.g., $p \land F (q \land G \land F \land G)$ and $p \land F (p \land G \land F \land G)$. If $\varphi$ is a formula that is not sufficient for model checking, (i) counter systems can be split into two words $u_1, u_2 \in \mathbb{N}_0$ with $w = u_1, u_2$, and there is a formula $\varphi \in$ ELTL$_{\forall}F$ such that $(G \varphi, u_1) \in T(\varphi)$.

**Cut graphs.** Using the canonical syntax tree $T(\varphi)$ of a formula $\varphi$, we capture in a so-called cut graph the possible orders in which formulas $F \psi$ should be witnessed by configurations of a lasso-shaped path. We will then use the occurrences of the formula $\psi$ to cut the lasso into bounded finite segments.

**Example 4.7.** Figure 6 shows the cut graph of the canonical syntax tree in Figure 5. It consists of tree node ids for subformulas starting with $F$, and two special nodes for the start and the end of the loop. In the cut graph, the node with id 0 precedes the node with id 0.1, since at least one configuration satisfying $(a \land F (d \land G \land F \land e))$ should occur on a path before (or at the same moment as) a state satisfying $(a \land F (d \land G \land F \land e))$. Similarly, the node with id 0 precedes the node with id 0.2. The nodes with ids 0.1 and 0.2 do not have to precede each other, as the formulas $d$ and $e$ can be satisfied in either order. Since the nodes with the ids 0.1 and 0.2 are not covered by a $G$-node, they both precede the loop start. The loop start precedes the node with id 0.3.1, as this node is covered by a $G$-node.

**Definition 4.8.** The cut graph $G(\varphi)$ of an ELTL$_{\forall}F$ formula is a directed acyclic graph $(V, E\varphi)$ with the following properties:
1. The set of nodes $V_G = \{\text{loop}_{\text{start}}, \text{loop}_{\text{end}}\} \cup \{w \in \mathbb{N} | \exists \psi. (F_\psi, w) \in T(\phi)\}$ contains the tree ids that label F-formulas and two special nodes $\text{loop}_{\text{start}}$ and $\text{loop}_{\text{end}}$ which denote the start and the end of the loop respectively.

2. The set of edges $E_G$ satisfies the following constraints:
   (a) Each tree node $(F_\psi, w) \in T(\phi)$ that is not covered by a $G$-node precedes the loop start, i.e., $(w, \text{loop}_{\text{start}}) \in E_G$.
   (b) For each tree node $(F_\psi, w) \in T(\phi)$ covered by a $G$-node:
      • the loop start precedes $w$, i.e., $(\text{loop}_{\text{start}}, w) \in E_G$, and
      • $w$ precedes the loop end, i.e., $(w, \text{loop}_{\text{end}}) \in E_G$.
   (c) For each pair of tree nodes $(F_\psi_1, w_1), (F_\psi_2, w_2) \in T(\phi)$ not covered by a $G$-node, we require $(w_1, w_2) \in E_G$, or $(w_2, w_1) \in E_G$ (but not both).

Definition 4.9. Given a lasso $\tau \cdot \rho^\omega$ and a cut graph $G(\phi) = (V_G, E_G)$, we call a function $\zeta : V_G \rightarrow \{0, \ldots, |\tau| + |\rho| - 1\}$ a cut function, if the following holds:
   (i) $\zeta(\text{loop}_{\text{start}}) = |\tau|$ and $\zeta(\text{loop}_{\text{end}}) = |\tau| + |\rho| - 1$.
   (ii) If $(v, v') \in E_G$, then $\zeta(v) \leq \zeta(v')$.

We call the indices $\zeta(v)$ the cut points. Given a schedule $\tau$ and an index $k : 0 \leq k < |\tau| + |\rho|$, we say that the index $k$ cuts $\tau$ into $\pi'$ and $\pi''$, if $\tau = \pi' \cdot \pi'' \equiv \pi'' \cdot \pi'$.

Informally, for a tree node $(F_\psi, w) \in T(\phi)$, a cut point $\zeta(v)$ witnesses satisfaction of F_ψ at the configuration located at the cut point. It might seem that Definitions 4.8 and 4.9 are too restrictive. For instance, assume that the node $(F_\psi, w)$ is covered by a $G$-node, and there is a lasso schedule $\tau \cdot \rho^\omega$ that satisfies the formula $\phi$ at a configuration $\sigma$. It is possible that the formula $\psi$ is witnessed only by a cut point inside the loop. At the same time, Definition 4.9 forces $\zeta(v) \leq \zeta(\text{loop}_{\text{start}})$.

We show that this problem is resolved by unrolling the loop $K$ times for some $K \geq 0$, so that there is a cut function for the lasso with the prefix $\tau \cdot \rho^K$ and the loop $\rho$.

Proposition 4.10. Let $\phi$ be an ELTL formula, $\sigma$ be a configuration, and $\tau \cdot \rho^\omega$ be a lasso schedule applicable to $\sigma$ such that $\text{path}(\sigma, \tau \cdot \rho^\omega) = \psi$ holds. There is a constant $K \geq 0$ and a cut function $\zeta$ such that for every $(F_\psi, v) \in G(T(\phi))$ if $\zeta(v)$ cuts $(\tau \cdot \rho^K) \cdot \rho$ into $\pi'$ and $\pi''$, then $\psi$ is satisfied at the cut point, that is, $\text{path}(\pi', \pi'', \rho) = \psi$.

Proof sketch. The detailed proof is given in [4.3]. We will present the required constant $K \geq 0$ and the cut function $\zeta$. To this end, we use extreme appearances of F-formulas (cf. [29, Sec. 4.3]) and use them to find $\zeta$. An extreme appearance of a formula $F_\psi$ is the furthest point in the lasso that still witnesses $\psi$. There might be a subformula that is required to be witnessed in the prefix, but in $\tau \cdot \rho^k$ it is only witnessed by the loop. To resolve this, we replace $\tau$ by a longer prefix $\tau \cdot \rho^k$, by unrolling the loop $r$ several times; more precisely, $K$ times, where $K$ is the number of nodes that should precede the lasso start. In other words, if all extreme appearances of the nodes happen to be in the loop start, and they appear in the order that is against the topological order of the graph $G(T(\phi))$, we unroll the loop $K$ times (the number of nodes that have to be in the prefix) to find the index $\zeta(v)$, in which the nodes respect the topological order of the graph. In the unrolled schedule we can now find extreme appearances of the required subformulas in the prefix.

We show that to satisfy an ELTL formula $\psi$, a lasso should (i) satisfy propositional subformulas of $F$-formulas in the respective cut points, and (ii) maintain the propositional formulas of $G$-formulas from some cut point on. This is formalized as a witness.

In the following definition, we use a short-hand notation for propositional subformulas; given an ELTL-formula $\psi$ and its canonical form $\text{can}(\psi) = \psi_0 \land F_1 \land \cdots \land F_k \land G_{k+1}$, we use the notation $\text{prop}(\psi)$ to denote the formula $\psi_0$.

Definition 4.11. Given a configuration $\sigma$, a lasso $\tau \cdot \rho^\omega$ applicable to $\sigma$, and an ELTL formula $\varphi$, a cut function $\psi$ of $G(T(\phi))$ is a witness of path $(\sigma, \tau \cdot \rho^\omega) = \varphi$ if the three conditions hold:

(C1) For $\text{can}(\psi) \equiv \psi_0 \land F_1 \land \cdots \land F_k \land G_{k+1}$:
   (a) $\psi_0 = \psi_0$,
   (b) $\text{prop}(\psi) = \text{prop}(\psi_0)$.

(C2) For $(F_\psi, v) \in T(\phi)$ with $\zeta(v) < |\tau|$, if $\zeta(v)$ cuts $\tau \cdot \rho$ into $\pi'$ and $\pi''$ and $\psi \equiv \psi_0 \land F_1 \land \cdots \land F_k \land G_{k+1}$, then:
   (a) $\pi'(\sigma) \equiv \psi_0$,
   (b) $\text{prop}(\pi'(\sigma)) \equiv \text{prop}(\psi_0)$.

(C3) For $(F_\psi, v) \in T(\phi)$ with $\zeta(v) \geq |\tau|$, if $\zeta(v)$ cuts $\tau \cdot \rho$ into $\pi'$ and $\pi''$ and $\psi \equiv \psi_0 \land F_1 \land \cdots \land F_k \land G_{k+1}$, then:
   (a) $\pi'(\sigma) \equiv \psi_0$,
   (b) $\text{prop}(\pi'(\sigma)) \equiv \text{prop}(\psi_0)$.

Conditions (a) require that propositional formulas hold in a configuration, while conditions (b) require that propositional formulas hold on a finite suffix. Hence, to ensure that a cut function constitutes a witness, one has to check the configurations of a fixed number of finite paths (between the cut points). This property is crucial for the path reduction (see Section 6). Theorems 4.12 and 4.13 show that the existence of a witness is a sound and complete criterion for the existence of a lasso satisfying an ELTL formula.

Theorem 4.12 (Soundness). Let $\sigma$ be a configuration, $\tau \cdot \rho^\omega$ be a lasso applicable to $\sigma$, and $\varphi$ be an ELTL formula. If there is a witness of $\text{path}(\sigma, \tau \cdot \rho^\omega) = \varphi$, then the lasso $\tau \cdot \rho^\omega$ satisfies $\varphi$, that is $\text{path}(\sigma, \tau \cdot \rho^\omega) = \varphi$.

Theorem 4.13 (Completeness). Let $\varphi$ be an ELTL formula, $\sigma$ be a configuration and $\tau \cdot \rho^\omega$ be a lasso applicable to $\sigma$ such that $\text{path}(\sigma, \tau \cdot \rho^\omega) = \varphi$ holds. There is a witness of $\text{path}(\sigma, (\tau \cdot \rho^k) \cdot \rho) = \varphi$ for some $K \geq 0$.

Theorem 4.12 is proven for subformulas of $\varphi$ by structural induction on the intermediate nodes of the canonical syntax tree. In the proof of Theorem 4.13, we use Proposition 4.10 to prove the points of Definition 4.11 (the detailed proofs are given in [4.3]).

4.3 Using Cut Graphs to Enumerate Shapes of Lassos

Proposition 4.12 and Theorem 4.13 suggest that in order to find a schedule that satisfies an ELTL formula $\varphi$, it is sufficient to look for lasso schedules that can be cut in such a way that the configurations at the cut points and the configurations between the cut points satisfy certain propositional formulas. In fact, the cut points as defined by cut functions (Definition 4.9) are topological orderings of the cut graph $G(T(\phi))$. Consequently, by enumerating the topological orderings of the cut graph $G(T(\phi))$, we can enumerate the lasso shapes, among which there is a lasso schedule satisfying $\varphi$ (if $\varphi$ holds on the counter system). These shapes differ in the order, in which F-subformulas of $\varphi$ are witnessed. For this, one can use fast generation algorithms, e.g., [23].

Example 4.14. Consider the cut graph in Figure 4. The ordering of its vertices 0, 0.1, 0.2, loop_{start}, 0.3, loop_{end} corresponds to the lasso shape (a) shown in Figure 4 while the ordering loop_{start}, 0.2, 0.1, loop_{start}, 0.3, loop_{end} corresponds to the lasso shape (b). These are the two lasso shapes that one has to analyze, and they are the result of our construction using the cut graph. The other 18 lasso shapes in the figure are not required, and not constructed by our method.

From this observation, we conclude that given a topological ordering $v_1, \ldots, v_{|V_G|}$ of the cut graph $G(T(\phi)) = (V_G, E_G)$, one has to look for a lasso schedule that can be written as an alternating
sequence of configurations $\sigma_i$ and schedules $\tau_j$:

$$\sigma_0, \tau_0, \sigma_1, \tau_1, \ldots, \sigma_t, \tau_t, \ldots, \sigma_{|V|}, \tau_{|V|}, \sigma_{|V|+1}, \tau_{|V|+1}. \tag{2}$$

where $\tau_i = \text{loop}_{\text{start}}, \tau_{|V|} = \text{loop}_{\text{end}}$, and $\sigma_i = |\sigma| \text{ and } |\sigma|$. Moreover, by Definition 5.1, the sequence of configurations and schedules should satisfy Conditions (C1) and (C3), e.g., if a node $v_i$ corresponds to the formula $F(v_i, \ldots, v_j, v_{k+1})$ and this formula matches Condition (C3) then the following should hold:

1. Configuration $\sigma_i$ satisfies the propositional formula $|\sigma| = |\psi|$.
2. All configurations visited by the schedule $\tau_i \ldots \tau_{|V|}$ from the configuration $\sigma_i$ satisfy the propositional formula $\text{prop}(\psi_{k+1})$.

Formally, $\text{Cfgs}(\sigma, \tau, \ldots, \tau_{|V|}) = \text{prop}(\psi_{k+1})$. One can write an SMT query for the sequence $\tau$ satisfying Conditions (C1) and (C3). However, this approach has two problems:

1. The order of rules in schedules $\tau_0, \ldots \tau_{|V|}$ is not fixed. Non-deterministic choice of rules complicates the SMT query.

2. To guarantee completeness of the search, one requires a bound on the length of schedules $\tau_0, \ldots \tau_{|V|}$.

For reachability properties these issues were addressed in [42] by showing that one only has to consider specific orders of the rules; so-called representative schedules. To lift this technique to ELTL, we are left with two issues:

1. The shortening technique applies to steady schedules, i.e., the schedules that do not change evaluation of the guards. Thus, we have to break the schedules $\tau_0, \ldots \tau_{|V|}$ into steady schedules.

This is addressed in Section 5.

2. The shortening technique preserves state reachability, e.g., after shortening of $\tau_i$, the resulting schedule still reaches configuration $\sigma_{i+1}$. But it may violate an invariant such as $\text{Cfgs}(\sigma_1, \tau_1, \ldots, \tau_{|V|}) \rightarrow \text{prop}(\psi_{k+1})$. This issue is addressed in Section 6.

5. Cutting Lassos with Threshold Guards

We introduce threshold graphs to cut a lasso into steady schedules, in order to apply the shortening technique of Section 6. Then, we combine the cut graphs and threshold graphs to cut a lasso into smaller finite segments, which can be first shortened and then checked with the approach introduced in Section 4.

Given a configuration $\sigma$, its context $\omega(\sigma)$ is the set that consists of the lower guards unlocked in $\sigma$ and the upper guards locked in $\sigma$, i.e., $\omega(\sigma) = \Omega(\sigma) \cup \Omega(\sigma)^\text{top}$, where $\Omega(\sigma) = \{g \in \Phi(\sigma) \mid |\sigma| = g\}$ and $\Omega(\sigma)^\text{top} = \{g \in \Phi(\sigma) \mid |\sigma| \neq g\}$. As discussed in Example 5.2 on page 7, since the shared variables never decrease, the contexts in a path are monotonically non-decreasing:

**Proposition 5.1** (Prop. 3 of [42]). If a transition $t$ is enabled in a configuration $\sigma$, then $|\omega(\sigma)| \leq |\omega(t(\sigma))|$.\end{quote}

**Example 5.2.** Continuing Example 2.9 which considers the TA in Figure 2. Both threshold guards $\gamma_1$ and $\gamma_2$ are false in the initial state $\sigma_0$. Thus, $\omega(\sigma) = \emptyset$. The transition $t = (r_1, 1)$ unlocks the guard $\gamma_1$, i.e., $\omega(t(\sigma)) = \{\gamma_1\}$.\end{quote}

As the transitions of the counter system $\text{Sys}(\text{TA})$ never decrease shared variables, the loop of a lasso schedule must be steady:

**Proposition 5.3**. For each configuration $\sigma$ and a schedule $\tau \cdot \rho^\omega$, if $\rho^\omega(\tau(\sigma)) = \tau(\sigma)$ for $k \geq 0$, then the loop $\rho$ is steady for $\tau(\sigma)$, that is, $|\omega(\rho(\tau(\sigma)))| = |\omega(\tau(\sigma))|$.\end{quote}

In [42], Proposition 5.4 was used to cut a finite path into segments, one per context. We introduce threshold graphs and their topological orderings to apply this idea to lasso schedules.

**Definition 5.4.** A threshold graph is $\mathcal{H}(\text{TA}) = (V_H, E_H)$ such that:

- The vertices set $V_H$ contains the threshold guards and the special node $\text{loop}_{\text{start}}$, i.e., $V_H = \Phi(\text{rise}) \cup \Phi(\text{fall}) \cup \text{loop}_{\text{start}}$.

- The edges of the threshold graph $E_H$ are false in the initial $\sigma_0$, and the formula $\mathcal{H}(\text{TA}) = (V_H, E_H)$ such that $E_H = \{\{\gamma_1, \gamma_2\}, \{\gamma_1, \gamma_3\}, \ldots, \{\gamma_{|V|}, \gamma_{|V|+1}\}, \ldots, \{\gamma_{|V|}, \gamma_{|V|+1}\})$.

In this sequence, the transitions $t_1, \ldots, t_{|V|}$ change the context, and the schedules $\tau_0, \tau_1, \ldots, \tau_{|V|}$ are steady. Finally, we interleave a topological ordering of the vertices of the cut graph with a topological ordering of the vertices of the threshold graph. More precisely, we use a topological ordering of the vertices of the cut graph and the threshold graph. We use the resulting sequence to cut a lasso schedule following the approach in Section 4.

In Example 5.5, we consider a topological ordering $g_1, \ldots, g_{|V|}$ of the vertices of the threshold graph. The node $g_{|V|}$ indicates the point where a loop should start, and thus by Proposition 5.3 after that point the context does not change. Thus, we consider only the subsequence $g_1, \ldots, g_{|V|}$ and split the path $\sigma_0, \tau_0, \ldots, \tau_{|V|}$ into an alternating sequence of configurations $\sigma_i$ and schedules $\tau_i$. Each $\tau_0, \ldots, \tau_{|V|}$ is a steady schedule, while maintaining Conditions (CI) and (C3) of Definition 4.11 required to satisfy the ELTL formula.
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**Figure 7.** The shapes of lassos to check the correctness property in Example 3.3. Recall that $\gamma_1$ and $\gamma_2$ are the threshold guards, defined as $x \geq t + 1 - f$ and $x \geq n - t - f$ respectively.

- There is an edge from a guard $g_1 \in \Phi(\text{rise})$ to a guard $g_2 \in \Phi(\text{fall})$.
- There is an edge from a guard $g_1 \in \Phi(\text{fall})$ to a guard $g_2 \in \Phi(\text{rise})$.

Note that the conditions in Definition 5.4 can be easily checked with an SMT solver, for all configurations.

**Example 5.5.** The threshold graph of the TA in Figure 2 has the vertices $V_H = \{\gamma_1, \gamma_2, \text{loop}_{\text{start}}\}$ and the edges $E_H = \{(\gamma_1, \gamma_2)\}$.\end{quote}
Figure 8. Changing the order of transitions can violate ELTL$_{FT}$ formulas. If $\sigma_1, \kappa[\ell] = 1$, then for the upper schedule $\tau_{up}$ holds that $\text{Cfgs}(\sigma_1, \tau_{up}) \models \kappa[\ell] > 0$, while for the lower one this is not the case, because $\sigma_2 \not\models \kappa[\ell] > 0$.

### 6. The Short Counterexample Property

Our verification approach focuses on counterexamples, and as discussed in Section 3, counterexamples to reachability properties are infinite paths. An efficient method for finding counterexamples to reachability can be found in [42]. It is based on the short counterexample property. Namely, it was proven that for each threshold automaton, there is a constant $d$ such that if there is a schedule that reaches a bad state, then there must also exist an accelerated schedule that reaches that state in at most $d$ transitions (i.e., $d$ is the diameter of the counter system). The proof in [42] is based on the following three steps:

1. each finite schedule (which may or may not be a counterexample), can be divided into a few steady schedules,
2. for each of these steady schedules they find a representative, i.e., an accelerated schedule of bounded length, with the same starting and ending configurations as the original schedule,
3. at the end, all these representatives are concatenated in the same order as the original steady schedules.

This result guarantees that the system is correct if no counterexample to reachability properties is found using bounded model checking with bound $d$. In this section, we extend the technique from Point 2 to reachability properties in ELTL$_{FT}$ formulas. The central result regarding Point 2 is the following proposition which is a specialization of [42, Prop. 7]:

**Proposition 6.1.** Let $\mathcal{T}A = (\mathcal{L}, \mathcal{I}, \mathcal{I}, \Pi, \mathcal{R}, \mathcal{RC})$ be a threshold automaton. For every configuration $\sigma$ and every steady schedule $\tau$ applicable to $\sigma$, there exists a steady schedule $\text{repr}[\sigma, \tau]$ with the following properties: $\text{repr}[\sigma, \tau]$ is applicable to $\sigma$, $\text{repr}[\tau, \sigma] = \tau(\sigma)$, and $|\text{repr}[\sigma, \tau]| \leq 2 \cdot |\mathcal{R}|$.

We observe that the proposition talks about the first configuration $\sigma$ and the last one $\tau(\sigma)$, while it ignores intermediate configurations. However, for ELTL$_{FT}$ formulas, one has to consider all configurations in a schedule, and not just the first and the last one.

**Example 6.2.** Figure 8 shows the result of swapping transitions. The approaches by [50] and [42] are only concerned with the first and last configurations: they use the property that after swapping transitions, $\sigma_3$ is still reached from $\sigma_1$. The arguments used in [42] do not care about the fact that the resulting path visits a different intermediate state ($\sigma_3$ instead of $\sigma_2$). However, if $\sigma_1, \kappa[\ell] = 1$, then $\sigma_2, \kappa[\ell] > 0$, while $\sigma_3, \kappa[\ell] = 0$. Hence, swapping transitions may change the evaluation of ELTL$_{FT}$ formulas, e.g., $G(\kappa[\ell] > 0)$.

Another challenge in verification of ELTL$_{FT}$ formulas is that counterexamples to liveness properties are infinite paths. As discussed in Section 4, we consider infinite paths of lasso shape $\vartheta \cdot \rho^\omega$. For a finite part of a schedule, $\vartheta = \rho$, satisfying an ELTL$_{FT}$ formula, we show the existence of a new schedule, $\vartheta' \cdot \rho^\omega$, of bounded length satisfying the same formula as the original one. Regarding the shortening, our approach uses a similar idea as the one from [42]. We follow modified steps from reachability analysis:

1. We split $\vartheta \cdot \rho$ into several steady schedules, using cut points introduced in Sections 3 and 4. The cut points depend not only on threshold guards, but also on the ELTL$_{FT}$ formula $\varphi$ representing the negation of a specification we want to check. Given such a steady schedule $\tau$, each configuration of $\tau$ satisfies a set of propositional subformulas of $\varphi$, which are covered by the operator $G$ in $\varphi$.
2. For each of these steady schedules we find a representative, that is, an accelerated schedule of bounded length that satisfies the necessary propositional subformulas as in the original schedule (i.e., not just that starting and ending configurations coincide).
3. We concatenate the obtained representatives in the original order. In [43], we present the mathematical details for obtaining these representative schedules, and prove correct that taken together establish our following main theorem:

**Theorem 6.3.** Let $\mathcal{T}A = (\mathcal{L}, \mathcal{I}, \Pi, \mathcal{R}, \mathcal{RC})$ be a threshold automaton, and let $\text{Locs} \subseteq \mathcal{L}$ be a set of locations. Let $\sigma$ be a configuration, let $\tau$ be a steady conventional schedule applicable to $\sigma$, and let $\psi$ be one of the following formulas:

$$\forall \ell \in \text{Locs} \; \kappa[\ell] \neq 0, \text{ or } \exists \ell \in \text{Locs} \; \kappa[\ell] = 0.$$  

If all configurations visited by $\tau$ from $\sigma$ satisfy $\psi$, i.e., $\text{Cfgs}(\sigma, \tau) \models \psi$, then there is a steady representative schedule $\text{repr}[\psi, \sigma, \tau]$ with the following properties:

a) The representative is applicable and ends in the same final state: $\text{repr}[\psi, \sigma, \tau] \models \sigma$, and $\text{repr}[\psi, \sigma, \tau](\sigma) = \tau(\sigma)$,

b) The representative has bounded length: $|\text{repr}[\psi, \sigma, \tau]| \leq 6 \cdot |\mathcal{R}|$,

(c) The representative maintains the formula $\psi$. In other words, $\text{Cfgs}(\sigma, \text{repr}[\psi, \sigma, \tau]) \models \psi$.

d) The representative is a concatenation of three representative schedules $\text{repr}[\psi, \sigma, \tau]$ from Proposition 6.1.

Our approach is slightly different in the case when the formula $\psi$ has a more complex form: $\text{repr}[\psi, \mu, \mu']$, for $\text{Locs}_{\mu} \subseteq \mathcal{L}$, where $1 \leq m < n$ and $n \in \mathbb{N}$. In this case, our proof requires the schedule $\tau$ to have sufficiently large counter values. To ensure that there is an infinite schedule with sufficiently large counter values, we first prove that if a counterexample exists in a small system, then also exists one in a larger system, that is, we consider configurations where each counter is multiplied with a constant finite multiplier $\mu$. For resilience conditions that do not correspond to parameterized systems (i.e., fix the system size to, e.g., $n = 4$) or pathological threshold automata, such multipliers may not exist. However, all our benchmarks have multipliers, and existence of multipliers can easily be checked using simple queries to SMT solvers in preprocessing. This additional restriction leads to slightly smaller bounds on the lengths of representative schedules:

**Theorem 6.4.** Fix a threshold automaton $\mathcal{T}A = (\mathcal{L}, \mathcal{I}, \Pi, \mathcal{R}, \mathcal{RC})$ that has a finite multiplier $\mu$, and a configuration $\sigma$. For an $\mu \in \mathbb{N}$, fix sets of locations $\text{Locs}_{\mu} \subseteq \mathcal{L}$ for $1 \leq m < n$. If $\psi \models \text{LTL}_{\mu}(\text{Locs}_{\mu})$, then there exists a steady conventional schedule $\tau$, applicable to $\sigma$, with $\text{Cfgs}(\sigma, \tau) \models \psi$, there exists a schedule $\text{repr}[\psi, \sigma, \tau]$ with the following properties:

a) The representative is applicable and ends in the same final state: $\text{repr}[\psi, \sigma, \tau] \models \sigma$, and $\text{repr}[\psi, \sigma, \tau](\sigma) = \tau(\sigma)$,

b) The representative has bounded length: $|\text{repr}[\psi, \sigma, \tau]| \leq 4 \cdot |\mathcal{R}|$,

c) The representative maintains the formula $\psi$. In other words, $\text{Cfgs}(\sigma, \text{repr}[\psi, \sigma, \tau]) \models \psi$. 
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d) The representative is a concatenation of two representative schedules \( \text{sep}[\kappa, \sigma, \mu] \) from Proposition 6.1, and append another representative schedule from Proposition 6.1, and append another representative schedule in Theorem 6.3(d).

The main technical challenge for proving Theorems 6.3 and 6.4 is that we want to swap transitions and maintain ELTL\(_\text{TA}\) formulas at the same time. As discussed in Example 6.2, simply applying the ideas from the reachability analysis in Figure 2 is not sufficient.

We address this challenge by more refined swapping strategies depending on the property \( \psi \) of Theorem 6.3. For instance, the intuition behind \( \bigvee_{\ell \in \text{Locs}} \kappa[\ell] \neq 0 \) is that in a given distributed algorithm, there should always be at least one process in one of the states in \( \text{Locs} \). Hence, we would like to consider individual processes, but in the context of counter systems. Therefore, we introduce a mathematical notion we call a thread, which is a schedule that can be executed by an individual process. A thread is then characterized depending on whether it starts in \( \text{Locs} \), ends in \( \text{Locs} \), or visits \( \text{Locs} \) at some intermediate step. Based on this characterization, we show that ELTL\(_\text{TA}\) formulas are preserved if we move carefully chosen threads to the beginning of a steady schedule (intuitively, this corresponds to \( \tau_1 \) and \( \tau_2 \) from Theorem 6.3). Then, we replace the threads, one by one, by their representative schedules from Proposition 6.1, and append another representative schedule for the remainder of the schedule. In this way, we then obtain the representative schedules in Theorem 6.3(d).

Example 6.5. We consider the TA in Figure 2, and show how a schedule \( \tau = (r_1, 1), (r_2, 1), (r_3, 1), (r_4, 2), (r_5, 1), (r_6, 2), \) applicable to \( \tau_1 \) with \( \kappa[\tau_1] = 0 \) can be shortened. Figure 9 follows this example where \( \tau \) is the upper schedule. Assume that \( \text{Cf}_{g}(\sigma_1, \tau_1) \models \kappa[\ell_0] \neq 0 \), and that we want to construct a shorter schedule that produces a path that satisfies the same formula.

In our theory, subschedule \((r_1, 1), (r_4, 1)\) is a thread of \( \sigma_1 \) and \( \tau \) for two reasons: (1) the counter of the starting local state of \( (r_1, 1) \) is greater than 0, i.e., \( \sigma_1, \kappa[\ell_0] = 1 \), and (2) it is a sequence of rules in the control flow of the threshold automaton, i.e., it starts from \( \ell_0 \), then uses \( (r_1, 1) \) to go to local state \( \ell_2 \) and then \( (r_4, 2) \) to arrive at \( \ell_3 \). The intuition of (2) is that a thread corresponds to a process that executes the threshold automaton. Similarly, \((r_5, 1), (r_2, 1)\) and \((r_4, 1)\) are also threads of \( \sigma_1 \) and \( \tau \). In fact, we can show that each schedule can be decomposed into threads. Based on this, we analyze which local states are visited when a thread is executed.

Our formula \( \text{Cf}_{g}(\sigma_1, \tau_1) \models \kappa[\ell_0] \neq 0 \) asks about \( \ell_2 \). Thus, we are interested in a thread that ends at \( \ell_2 \), because after executing this thread, intuitively there will always be at least one process in \( \ell_2 \), i.e., the counter \( \kappa[\ell_2] \) will be nonzero, as required. Such a thread will be moved to the beginning. We find that thread \((r_6, 1), (r_2, 1)\) meets this requirement. Similarly, we are also interested in a thread that starts from \( \ell_2 \). Before we execute such a thread, at least one process must always be in \( \ell_2 \), i.e., \( \kappa[\ell_2] \) will be nonzero. For this, we single out the thread \((r_4, 1)\), as it starts from \( \ell_2 \).

Independently of the actual positions of these threads within a schedule, our condition \( \kappa[\ell_2] \neq 0 \) is true before \((r_4, 1)\) starts, and after \((r_6, 1), (r_2, 1)\) ends. Hence, we move the thread \((r_6, 1), (r_2, 1)\) to the beginning, and obtain a schedule that ensures our condition in all visited configurations; cf. the lower schedule in Figure 9. Then we replace the thread \((r_6, 1), (r_2, 1)\), by a representative schedule from Proposition 6.1 and the remaining part \((r_1, 1), (r_4, 1), (r_4, 1)\), by another one. Indeed in our example, we could merge \((r_1, 1), (r_4, 1)\) into one accelerated transition \((r_4, 2)\) and obtain a schedule which is shorter than \( \tau \) while maintaining \( \kappa[\ell_2] \neq 0 \).

7. Application of the Short Counterexample Property and Experimental Evaluation

7.1 SMT Encoding

We use the theoretical results from the previous section to give an efficient encoding of lasso-shaped executions in SMT with linear integer arithmetic. The definitions of counter systems in Section 2.2 directly tell us how to encode paths of the counter system. Definition 2.5 describes a configuration \( \sigma \) as tuple \( (\kappa, \psi, p) \), where each component is encoded as a vector of SMT integer variables. Then, given a path \( \kappa, \sigma_1, \sigma_2, \ldots, \sigma_k \) of length \( k \), by \( \kappa_1, \psi_1, \) and \( p_1 \) we denote the values of the vectors that correspond to \( \sigma_i \), for \( 0 \leq i \leq k \). As the parameter values do not change, we use one copy of the variables \( p \) in our SMT encoding. By \( \kappa[i] \), for \( 1 \leq i \leq |\psi| \), we denote the \( i \)-th component of \( \kappa \), that is, the counter corresponding to the number of processes in local state \( \ell \) after the \( i \)-th iteration. Definition 2.5 also gives us the constraint on the initial states, namely:

\[
\text{init}(0) \equiv \sum_{\ell \in \mathcal{L}} \kappa_1[\ell] = \text{N}(p) \land \sum_{\ell \in \mathcal{L}} \kappa_0[\ell] = 0 \land g = 0 \land RC(p) \quad (4)
\]

Example 7.1. The TA from Figure 2 has four local states \( \ell_0, \ell_1, \ell_2, \ell_3 \) among which \( \ell_0 \) and \( \ell_3 \) are the initial states. In this example, \( \text{N}(p) = n - f \) and the resilience condition requires that there are less than a third of the processes faulty, i.e., \( n > 3t \). We obtain \( \text{init}(0) \equiv \kappa_0[\ell] + \kappa_1[\ell] = n - f \land \kappa_0[\ell] + \kappa_1[\ell] = 0 \land x = 0 \land n > 3t \land f \land f \geq 0 \). The constraint is in linear integer arithmetic.

Further, Definition 2.5 encodes the transition relation. A transition is identified by a rule and an acceleration factor. A rule is identified by threshold guards \( \varphi^- \) and \( \varphi^+ \), local states \( \mathcal{L} \) from and \( \mathcal{L} \) to which processes are moved, and by \( \alpha \), which defines the increase of shared variables. As according to Section 5, only a fixed number of transitions change the context and thus may change the evaluation of \( \varphi^- \) and \( \varphi^+ \), we do not encode \( \varphi^- \) and \( \varphi^+ \) for each rule. In fact, we check the guards \( \varphi^- \) and \( \varphi^+ \) against a fixed number of configurations, which correspond to the cut points defined by the threshold guards. The acceleration factor \( \delta \) is indeed the only variable in a transition, and the SMT solver has to find assignments
of these factors. Then this transition from the $i$th to the $(i+1)$th configuration is encoded using rule $\tau = (\text{from}, to, \varphi^\gamma, \varphi^\delta, u)$ as follows:

$$T(i, \tau) \equiv \text{Move(from, to, } i) \land \text{IncShd(u, i)} \quad (5)$$

$$\text{Move}(\ell, \ell', i) \equiv \ell \neq \ell' \to k^\ell_i - k^{\ell+1}_i = \delta^i + 1 = k^\ell_i - k^{\ell+1}_i \land \ell \neq \ell' \to (k^\ell_i = k^{\ell+1}_i \land k^\ell_i = k^{\ell+1}_i)$$

$$\text{IncShd}(\ell, u, i) \equiv g^{\ell+1}_i - g^i \equiv \delta^i + 1 \cdot u$$

Given a schedule $\sigma$, we encode in linear integer arithmetic the paths that follow this schedule from an initial state as follows:

$$E(\sigma) \equiv \text{init}(0) \land T(0, r_2) \land T(1, r_2) \land \ldots$$

We can now ask the SMT solver for assignments of the parameters as explained in Section 7.1, an $i$th configuration is defined by the initial configurations. The assertions consist of: the assignments of the configuration whose number is stored in $r_i$.

The procedure $\text{check_one_order}(\text{T, } \varphi, \psi, \mathcal{H}, \prec)$ as follows:

1. $\text{fn} := 0$; $\text{fs} := 0$;
2. $\text{SMT} \_\text{start}()$; // start (or reset) the SMT solver
3. $\text{assume}(\psi(0) \land \varphi \land \mathcal{G} \land \mathcal{H}_k + 1)$;
4. $\text{SMT} \_\text{assert}(k^\text{fn}, g^\text{fn}, p \mid \equiv \psi)$; // push segment
5. $\text{case (b)}$ $\psi(v) \land \text{loop_part}(v)$; // $v$ is a threshold guard
6. $\text{push}\_\text{segment}(\varphi(v), \psi(v))$; // one rule unlocks $v$
7. $\text{case (c)}$ $v = \text{loop_part}$; $\text{fs} := \text{fn}$; // the loop starts at the current configuration
8. $\text{push}\_\text{segment}(\varphi(v), \psi(v))$; // execute all unlocked rules
9. $\text{case (d)}$ $v = \text{loop_end}$; // close the loop
10. $\text{SMT} \_\text{assert}(k^\text{fn} = k^\text{fn} \land g^\text{fn} = g^\text{fn})$; // return witness

---

**Figure 10.** Checking one topological order with SMT.
The constraints depend on \( v \)'s origin: (a) \( v \) labels a formula \( F \psi \) in the syntax tree of \( \varphi \), (b) \( v \) carries a threshold guard from the set \( \Phi_{\text{rise}} \cup \Phi_{\text{fall}} \), (c) \( v \) denotes the loop start, or (d) \( v \) denotes the loop end. In case (a), we add an SMT assertion that the current configuration satisfies the propositional formula \( \text{prop}(\psi) \) (line 21), and add a sequence of rules that leads to \( v \)'s successor while maintaining the invariants \( \psi_{\text{rise}} \) of the preceding nodes and the \( v \)'s invariant \( \psi_{v+1} \) (line 22). In case (b), in line 27 we add a sequence of rules, one of which should unlock (resp. lock) the threshold guard in \( v \in \Phi_{\text{rise}} \) (resp. \( v \in \Phi_{\text{fall}} \)). Then, in line 29 we add a sequence of rules that leads to a configuration of \( v \)'s successor. All added configurations are required to satisfy the current invariant \( \psi_{\text{rise}} \). As the threshold guard in \( v \) is now unlocked (resp. locked), we include the guard (resp. its negation) in the current context \( \Omega \). In case (c), we store the current configuration as the loop start in the variable \( f \) and, as in (a) and (b), add a sequence of rules leading to \( v \)'s successor. Finally, in case (d), we should have reached the ending configuration that coincides with the loop start. To this end, in line 33 we add the constraint that forces the counters of both configurations to be equal. At this point, all the necessary SMT constraints have been added, and we call \text{SMTsat} to check whether there is an assignment that satisfies the constraints. If there is one, we report it as a lasso witnessing the \( \text{ELTL}_{\Phi} \)-formula \( \varphi \) that consists of: the concrete parameter values, the values of the counters and shared variables for each configuration, and the acceleration factors. Otherwise, we report that there is no witness lasso for the formula \( \varphi \).

The procedure \text{push\_segment} constructs a sequence of currently unlocked rules, as in the case of reachability [42]. However, this sequence should be repeated several times, as required by theorems [6.3] and [6.4]. Moreover, the freshly added configurations are required to satisfy the current invariant \( \psi_{\text{rise}} \).

7.3 Experiments

We extended the tool ByMC [42] with our technique and conducted experiments with the freely available benchmarks from [42]: folklore reliable broadcast (FRB) [14], consistent broadcast (STRB) [64], asynchronous Byzantine agreement (ABA) [11], condition-based consensus (CBC) [52], non-blocking atomic commitment (NBAC and NBACC) [61] and NBACG [37], one-step consensus with zero degradation (CFIS [21]), consensus in one communication step (CICS [12]), and one-step Byzantine asynchronous consensus (BOSCO [63]). These threshold-guarded fault-tolerant distributed algorithms are encoded in a parametric extension of Promela.

Negations of the safety and liveness specifications of our benchmarks — written in \( \text{ELTL}_{\Phi} \) — follow three patterns: unsafety \( E (p \land F q) \), non-termination \( E (p \land G F r \land G q) \), and non-response \( E (GF r \land F (p \land G q)) \). The propositions \( p, q, \) and \( r \) follow the syntax of \( \text{pform} \) (cf. Table 1), e.g., \( p \equiv \bigwedge_{\ell \in \text{Locs}} k[\ell] = 0 \) and \( q \equiv \bigvee_{\ell \in \text{Locs}} k[\ell] \neq 0 \) for some sets of locations \( \text{Locs}_1 \) and \( \text{Locs}_2 \).

The results of our experiments are summarized in Figure 11. Given the properties of the distributed algorithms found in the literature, we checked for each benchmark one or two safety properties (depicted with \( \Box \) and \( \lozenge \)) and one or two liveness properties (depicted with \( \Diamond \) and \( \diamond \)). For each benchmark, we display the running times and the memory used together by ByMC and the SMT.

---

2 The details on the experiments and the artifact are available at: [http://forsyte.at/software/bymc/popl17-artifact](http://forsyte.at/software/bymc/popl17-artifact)
We conjecture that lifting these restrictions quite quickly leads to an exponential growth of the diameter, and thus to too large liveness with fairness to safety checking by Biere et al. [8]. As noted by Fisman et al. [33], to verify fault-tolerant distributed algorithms, one would have to intersect the regular languages that describe sets of states with context-free languages that enforce the resilience condition (e.g., $n > 3t$). Our approach of reducing to SMT handles resilience conditions naturally in linear integer arithmetic.

There are two reasons for our restrictions in the temporal logic: On one hand, in our benchmarks, there is no need to find counterexamples that contain a configuration that satisfies $\kappa[\ell'] = 0 \lor \kappa[\ell''] = 0$ for some $\ell, \ell' \in \mathcal{L}$. One would only need such a formula to specify requirement that at least one process is at location $\ell$ and at least one process is at location $\ell'$ (the disjunction would be negated in the specification), which is unnatural for fault-tolerant distributed algorithms. On the other hand, enriching our logic with $\forall_{\ell \in \mathcal{L}}, \kappa[\ell] = 0$ allows one to express tests for zero in the counter system, which leads to undecidability [9]. For the same reason, we avoid disjunction, as it would allow one to indirectly express test for zero: $\kappa[\ell] = 0 \lor \kappa[\ell'] = 0$.

The restrictions we put on threshold automata are justified from a practical viewpoint of our application domain, namely, threshold-guarded fault-tolerant algorithms. We assumed that all the cycles in threshold automata are simple (while the benchmarks have only self-loops or cycles of length 2). As our analysis already is quite involved, these restrictions allow us to concentrate on our central results without obfuscating the notation and theoretical results. Still, from a theoretical viewpoint it might be interesting to relax the restrictions on cycles in the future.

More generally, these restrictions allowed us to develop a completely automated verification technique. In general, there is a trade-off between degree of automation and generality. Our method is completely automatic, but our input language cannot compete in generality with mechanized proof methods that rely heavily on human expertise, e.g., IVY [55], Verdi [68], IronFleet [58], TLAPS [16].

## 8. Conclusions

Parameterized verification approaches the problem of verifying systems of thousands of processes by proving correctness for all system sizes. Although the literature predominantly deals with safety, parameterized verification for liveness is of growing interest, and has been addressed mostly in the context of programs that solve mutual exclusion or dining philosophers [2][3][11][21][37][53][63][54]. These techniques do not apply to fault-tolerant distributed algorithms that have arithmetic conditions on the fraction of faults, threshold guards, and typical specifications that evaluate a global system state.

Parameterized verification is in general undecidable. As recently surveyed by Bloem et al. [9], one can escape undecidability by restricting, e.g., communication semantics, local state space, the local control flow, or the temporal logic used for specifications. Hence, we make explicit the required restrictions. On the one hand, these restrictions still allow us to model fault-tolerant distributed algorithms and their specifications, and on the other hand, they give rise to a practical verification method. The restrictions are on the local control flow (loops) of processes (Section 2.1), as well as on the temporal operators and propositional formulas (Section 3). We conjecture that lifting these restrictions quite quickly leads to undecidability again. In addition, we justify our restrictions with the considerable number of benchmarks [11][12][14][21][37][53][63][54] that fit into our fragment, and with the convincing experimental results from Figure 14.

Our main technical contribution is to combine and extend several important techniques: First, we extend the ideas by Etessami et al. [29] to reason about shapes of infinite executions of lasso shape. These executions are counterexample candidates. Then we extend reductions introduced by Lipton [50] to deal with ELTL formulas. (Techniques that extend Lipton’s in other directions can be found in [10][22][25][34][44][47].) Our reduction is specific to threshold guards which are typical for fault-tolerant distributed algorithms and are found in domain-specific languages. Using on our reduction we apply acceleration [6][44] in order to arrive at our short counterexample property.

Our short counterexample property implies a completeness threshold, that is, a bound $b$ that ensures that if no lasso of length up to $b$ is satisfying an ELTL-$\ell$ formula, then there is no infinite path satisfying this formula. For linear temporal logic with the $F$ and $G$ operators, Kroening et al. [46] prove bounds on the completeness thresholds on the level of Büchi automata. Their bound involves the recurrence diameter of the transition systems, which is prohibitively large for counter systems. Similarly, the general method to transfer liveness with fairness to safety checking by Biere et al. [8] leads to an exponential growth of the diameter, and thus to too large values of $b$. Hence, we decided to conduct an analysis on the level of threshold automata, accelerated counter systems, and a fragment of the temporal logic, which allows us to exploit specifics of the domain, and get bounds that can be used in practice.

Acceleration has been applied for parameterized verification by means of regular model checking [11][18][62]. As noted by Fisman et al. [33], to verify fault-tolerant distributed algorithms, one would have to intersect the regular languages that describe sets of states with context-free languages that enforce the resilience condition (e.g., $n > 3t$). Our approach of reducing to SMT handles resilience conditions naturally in linear integer arithmetic.
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solver Z3 [20], as well as the number of exercised lasso shapes as discussed in Section 3.

For safety properties, we compared our implementation against the implementation of [42]. The results are summarized the bottom right plot in Figure 14 which shows that there is no clear winner. For instance, our implementation is 170 times faster on BOSCO for the case $n > 3t$. However, for the benchmark ABA we experienced a tenfold slowdown. In our experiments, attempts to improve the SMT encoding for liveness usually impaired safety results.

Our implementation has verified safety and liveness of all ten parameterized algorithms in less than a day. Moreover, the tool reports counterexamples to liveness of CF1S and BOSCO exactly for the cases predicted by the distributed algorithms literature, i.e., when there are not enough correct processes to reach consensus in one communication step. Noteworthy, liveness of only the two simplest benchmarks (STRB and FRB) had been automatically verified before [40].


